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A B S T R A C T

Recently, Smart Home Systems (SHSs) have gained enormous popularity with the rapid
development of the Internet of Things (IoT) technologies. Besides offering many tangible
benefits, SHSs are vulnerable to attacks that lead to security and privacy concerns for SHS
users. Machine learning (ML)-based Intrusion Detection Systems (IDS) are proposed to address
such concerns. Conventionally, ML models are trained and tested on computationally powerful
platforms such as cloud services. Nevertheless, the data shared with the cloud is vulnerable to
privacy attacks and causes latency, which decreases the performance of real-time applications
like intrusion detection systems. Therefore, on-device ML models, in which the user data is kept
locally, have emerged as promising solutions to ensure the security and privacy of the data for
real-time applications. However, performing ML tasks requires high energy consumption. To
the best of our knowledge, no study has been conducted to analyze the energy consumption
of ML-based IDS. Therefore, in this paper, we perform a comparative analysis of on-device
ML algorithms in terms of energy consumption for IoT intrusion detection applications. For
a thorough analysis, we study the training and inference phases separately. For training, we
compare the cloud computing-based ML, edge computing-based ML, and IoT device-based ML
approaches. For the inference, we evaluate the TinyML approach to run the ML algorithms on
tiny IoT devices such as Micro Controller Units (MCUs). Comparative performance evaluations
show that deploying the Decision Tree (DT) algorithm on-device gives better results in terms
of training time, inference time, and power consumption.

. Introduction

ith the proliferation of the Internet of Things (IoT) technologies, Smart Home Systems (SHSs) have gained tremendous popularity.
HSs enable autonomous activities. For example, a smart thermostat that automatically regulates room temperature or a smart light
hat automatically turns on during a detected motion provide convenience to the users while providing energy savings [1]. Users
lso benefit from smart cameras and smart door locks with motion sensors to enhance their home security. In addition, smart health
onitoring systems assist patients who need constant supervision [2].

Albeit many advantages, SHSs suffer from various cyber attacks such as Denial of Service (DoS) or botnet attacks that may
ead to security and privacy concerns [3]. Such attacks can cause substantial damage to IoT services in SHSs. Additionally, SHSs
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include several IoT devices that periodically collect sensitive information such as user credentials, user behavior/preferences and
video records that can be manipulated/stolen/used for destructive activities by attackers [4]. Malicious activities may include system
disablement or personal data breach [5]. Therefore, intrusion detection systems for SHSs have become imperative to provide security
and privacy for the IoT devices deployed in SHSs and their users. Machine Learning (ML)-based intrusion detection is a promising
solution to address the security and privacy concern of SHSs.

The training phase of such an ML-based intrusion detection system can be deployed in three different ways. First, conventionally,
L-based IoT intrusion detection systems are deployed with the assistance of the cloud services, in which the ML models are trained

n the cloud due to its unlimited resources and massive storage capabilities. After the training, either the final model parameters or
nference results are transmitted back to the device for the intrusion detection application running on the device. This approach has
he advantage of cloud capabilities, but it also has drawbacks such as security and privacy concerns as well as long network delays
nd high energy consumption due to the data transmission. Second, edge computing is an alternative to cloud computing, in which
he data is kept local and processed at an edge device [6]. Accordingly, performing ML on edge devices close to the data source
r IoT device itself reduces storage usage in the cloud, high network bandwidth requirement, and latency. The latency drastically
ecreases as there is no data exchange between IoT devices and the cloud. However, the edge computing-based ML approach does
ot provide the highly configurable hardware opportunities and unlimited resources provided by cloud computing-based ML. Third,
ecent advancements in IoT devices have enabled bringing ML tasks on-device. On-device ML solutions have been proposed in the
iterature to meet real-time application needs [7]. It usually refers to learning/training on the IoT end devices. Additionally, similar
o edge computing, running ML models on an IoT end device provides data privacy since the data is not shared with other entities.
espite its advantages, ML tasks require huge computation power and massive data storage.

In addition to different training approaches, the inference phase of an ML-based IoT intrusion detection system can also be
eployed in two different ways. In the first method, the pre-trained model, which is trained using any of the methods above, can
e transmitted to the IoT end device without any conversion. This method can only be applied to programmable devices. In the
econd method, model conversion techniques like TinyML [8] can be applied to convert the ML model into the C code that can
un on resource-constrained IoT devices. Despite different approaches for distributing the computation and resource usage among
he application components, the energy consumption of ML algorithms remains a critical constraint for resource-constrained IoT
evices. On the other hand, energy consumption can also be critical for cloud services, as the increase in the dataset size can cause
n exponential increase in the energy consumed by the cloud service. Moreover, one can use a less energy-consuming algorithm if
he same accuracy can be achieved. An optimal on-device ML-based solution for IDS should achieve better accuracy as well as energy
fficiency. Because of these, a comparative evaluation of different on-device ML approaches for IoT intrusion detection applications
n terms of energy consumption is required.

To this end, in this work, we evaluate the energy consumption of on-device ML learning algorithms, in which we compare three
ifferent training and two different inference approaches. We measure energy consumption via both execution time and power
onitoring tool. Our results reveal some interesting findings: For example, we observed that training the Naive Bayes (NB) algorithm

equires much less time than all other algorithms in all computing platforms, thereby consuming less energy. However, the accuracy
erformance of NB is lower than others. On the other hand, Decision Tree (DT) and k-Nearest Neighbor (k-NN) training also require
elatively less time while providing the best accuracy together with Artificial Neural Network (ANN) and Random Forest (RF) in all
omputing platforms. Second, we found that while the cloud provides a significant decrease in execution time of the training for
lgorithms that support multiple cores, such as RF, it does not have the same impact on the other algorithms. Third, we found that
clustering algorithm k-NN spends much longer time in the inference than the training, so the inference in an IoT device would not
e ideal for the computation even the training phase was performed on the cloud or edge. Finally, our energy consumption analysis
ia power monitoring tool verified that the DT algorithm provide the same accuracy while consuming much less power than other
lgorithms.

ontributions: Our contributions are listed as follows:

• We investigate the energy consumption of on-device ML models for IoT intrusion detection applications that can be deployed
in SHSs. Particularly, for training, we compare cloud computing-based ML, edge computing-based ML, and IoT device-based
ML approaches. On the other hand, we compare conventional and TinyML approaches for the inference phase.

• We implement each approach (three training + two inference approaches) and empirically evaluate the results.
• We show two different techniques to evaluate the energy consumption of ML algorithms.
• Our experiments revealed interesting findings. Our findings can be used as a guide while deploying a real-world ML-based IoT

intrusion detection system.

rganization: The rest of the paper is organized as follows. Section 2 presents a motivational example. Section 3 provides
ackground information on ML algorithms. Section 4 defines the on-device ML approaches for IDS. Section 5 presents our experiment
ethodology. Section 6 presents our results. Section 7 provides a summary of the previous works. Finally, Section 8 concludes the
2
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Fig. 1. Example Intrusion Detection System (IDS) for SHSs.

2. Motivational example

Real-time IoT Intrusion Detection System: SHSs consist of various IoT devices that may be exposed to a wide range of attacks
such as denial of service (DoS) or botnet attacks. An example of such an attack is the Mirai botnet, which infected over 600k IoT
devices [9]. These attacks generally are used to target high-profile networks, but they can also be used to target local IoT users. For
example, ransomware [10] or cryptojacking [11] are some examples of IoT users/devices being the victim of such attacks. On the
other hand, the IoT attack surface also includes the network attacks such as eavesdropping or spoofing [12]. With these attacks, the
attacker can learn the daily routine of the IoT device user and can cause attacks like physical harm, burglary, or hardware damage.
Moreover, the attackers can also target low-security IoT devices in SHSs. For example, these attacks can disable the smart lock or
camera if they access the user’s smartphone apps [13]. Therefore, real-time IoT intrusion detection is very critical. Fig. 1 illustrates
an example of IDS. On-device ML models enable real-time IDS. However, running ML models on IoT devices is challenging due to
their limited computation power and memory. On the other hand, most IoT devices are battery-powered, and the batteries deplete
while performing energy-intensive ML algorithms. Therefore, in this paper, we analyze the on-device ML-based IDS for SHSs in
terms of energy consumption.

3. Background

An ML algorithm consists of two phases: training and inference. Training refers to building a model using ML algorithms and training
datasets, whereas inference refers to predicting a new data instance using a pre-trained ML model. This section gives background
information about the ML algorithms we used in this study.

Logistic Regression: Logistic Regression (LR) is a widely used supervised ML technique for classification predictions. LR models use
the sigmoid function to provide binary classification. The probability of binary classification output based on the sigmoid function
is given by

𝑃 (𝑥) = 1 + 1
𝑒−(𝑎𝑥+𝑏)

, (1)

where 𝑥 is an input, and a and b are the slope and intercept of the learning model, respectively.
k-Nearest Neighbor: K-Nearest Neighbor (k-NN) is a non-parametric supervised ML algorithm for both classification and regression.

The k-NN algorithm does not generate a mathematical model for training. Instead, it calculates the distance between input data and
instances of training data to identify the 𝑘 number of nearest neighbors. Each training data votes for a classification label and the
input data are classified with the most voted label among its nearest neighbors.

Decision Tree: Decision Tree (DT) is another non-parametric supervised ML algorithm used for both classification and regression.
DT consists of internal nodes that indicate feature data, branches that indicate decision rules, and leaf nodes that indicate predicted
value. The algorithm creates a set of if-then-else decision rules to perform classification. There are various DT algorithms such as
Iterative Dichotomiser 3 (ID3), C4.5, C5.0, and Classification and Regression Trees (CART). In this paper, we use CART from the
scikit-learn library [14] to build a tree for anomaly detection.

Random Forest: The Random Forest (RF) algorithm performs classifications by aggregating many decision trees to reduce
overfitting. The decision trees are trained in parallel by using various random subsets of features in the dataset. In the end, the
prediction is performed according to the majority decisions of the trees.

Naive Bayes: Naive Bayes (NB) is a supervised ML model based on the Bayes theorem [15]. The model calculates the probability
that a new data instance belongs to a particular class and performs classification by selecting the highest probability. Therefore, the
classification model is given by [15]:

𝐶(𝑑) = argmax 𝑝(𝑐)
𝑛
∏

𝑖=1
𝑝(𝑑𝑖|𝑐), (2)

where 𝑑 is the instance data, 𝑑𝑖 is the instance attribute, 𝑛 is the number of attributes, and 𝑐 is the class type. Gaussian NB is the type
of NB that estimates the mean and standard deviation of the data, unlike the other functions that calculate the data distribution.
3
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Fig. 2. Architecture of on-device ML deployment models.

Artificial Neural Networks: An artificial Neural Network (ANN) consists of input layers, one or more hidden layers, and an output
layer. Input layers transfer the information through hidden layers that adjust and process the information. As the information goes
through hidden layers, the network learns about the information and provides data to the output layer. Since Multilayer Perception
(MLP) is the most common type of ANN, we use an MLP classifier from the scikit-learn library [14] in this study.

4. On-device machine learning deployment approaches

This section explains the different approaches that can be used to deploy on-device ML models for training and inference. The
training phase of the ML algorithm can be performed on the cloud, edge device, or IoT device. Similarly, the inference phase can be
performed on-device by utilizing two different methods that depend on the programmability of the end device. Provided that the
end device allows running ML algorithm on the device (e.g., Raspberry Pi), the model can be directly deployed on the end device to
perform inference. However, if the device is not programmable (e.g., Azure IoT Kit), a model conversion technique such as TinyML
can be applied to transform the model into a machine code that can run on the end device. In the following sections, we explain
the details of these approaches.

4.1. Training approaches

As shown in Fig. 2, the training phase of an ML-based intrusion detection application can be performed on the cloud, edge devices,
or IoT devices. Then, the pre-trained model can be shared with the end device for on-device inference.

4.1.1. Cloud computing-based machine learning
Cloud computing is a service that provides computing resources such as memory, servers, databases, and networks through the
Internet. Cloud services can be categorized into three main groups: Software as a Service (SaaS), Platform as a Service (PaaS),
and Infrastructure as a Service (IaaS). Basically, SaaS is the software delivery method for online access instead of installing the
software. PaaS delivers platform resources such as development frameworks and operating system support. IaaS offers resources
such as processing, storage, and network.

Cloud computing has ample storage and high processing power capabilities that can meet the increased computational needs of
ML tasks. Big technology companies offer cloud-delivering services to support the high storage and computational power demand
of ML-based IoT applications. For instance, Amazon Web Services (AWS), Google Cloud, and Microsoft Azure are major cloud
computing platforms for performing ML models on the cloud.
4
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4.1.2. Edge computing-based machine learning
Edge computing is an emerging approach that brings computation and data storage closer to IoT devices and sensors (i.e., data
source) [6]. In addition to data processing and storage, the edge can provide delivery service between the cloud and the end-user.
Generally, an edge device is defined as a computing platform with limited resources. It can be a powerful local server, computer,
or even a small IoT device such as Raspberry Pi or a smartphone. Distributed edge devices such as gateways, PCs, IoT hubs, and
smartphones provide data processing and storage services for a group of IoT devices. The advantages include supporting delay-
sensitive applications by performing computation on edge devices close to the data generated by many IoT devices. Additionally,
unlike cloud computing, edge computing does not require high network bandwidth to transmit a vast amount of data. Moreover,
edge computing-based ML prevents data leakage by keeping the data locally. On the other hand, it reduces the energy cost of data
transmissions to the cloud. Therefore, edge computing has the potential to tackle latency, high bandwidth requirements, and privacy
challenges.

4.1.3. IoT device-based machine learning
IoT devices are resource-limited, so they have low computational power and memory. Generally, commercial-off-the-shelf IoT
devices are not programmable. Therefore, performing ML algorithms on these devices is very challenging. In addition, they come
with two power source options: wired or battery-powered. Battery-powered ones can quickly deplete their resources while training
the ML model. Moreover, development boards such as Raspberry Pi are generally referred to as IoT prototyping devices [16], and
they can run ML models as they are small computer systems.

4.2. Inference approaches

The inference part of an on-device ML algorithm can be in two ways: Conventional or TinyML. Below, we explain the details of
these two methods.

4.2.1. Conventional
Conventionally, the pre-trained model is shared with the local devices in plain formats. This would work for programmable IoT
devices such as Raspberry Pi as they are small size computers and allow to run the ML algorithm. However, this approach cannot
be extended to commercial-of-the-shelf IoT devices, smartphones, or boards like Arduino.

4.2.2. TinyML
Tiny Machine Learning (TinyML) is an approach that brings ML inference to tiny IoT devices such as Micro Controller Units (MCUs).
For this, TinyML converts ML models into C code. To this end, many TinyML tools and libraries have been developed in the
industry for model conversion such as TensorFlow Lite by Google [17], Embedded Learning Library (ELL) by Microsoft [18], ARM-
NN [19], and Common Microcontroller Software Interface Standard NN (CMSIS-NN) by ARM [20]. Additionally, various open-source
TinyML frameworks such as EmbML [21], emlearn [22], and MicroMLGen [23] are proposed in the literature. In this work, we use
MicroMLGen library [23] since it can port a wide range of supervised learning algorithms such as LR, RF, DT and NB.

5. Experiment methodology

5.1. Dataset

In this work, we use a dataset of IoT network traffic captured in a Distributed Smart Space Orchestration System (DS2OS)
environment [24]. The dataset covers 4 different sites: a house with 6 rooms, a 2-rooms flat, a 3-rooms flat, and an office with
10 rooms. Each site includes 7 different service types that manage the different IoT devices such as light controllers, door locks,
thermostats, washing machines, batteries, motion sensors, and smartphone. The dataset includes 357 953 samples in total.

5.1.1. Types of attacks in the dataset
The DS2OS dataset was created to detect the anomalies that are caused by seven different types of attacks: DoS, network scan,
malicious control, malicious operation, spying, data probing, and wrong setup. A DoS attack makes all the resources exhausted with
the continuous request while a network scan anomaly occurs when someone pretends to a client to access the network. Additionally,
a malicious control anomaly occurs when someone out of the network controls the network traffic and malicious operation transpires
when the attackers alter the original activities. Moreover, the spying anomaly takes place when someone tracks the activities leaking
the crucial information and the data type probing occurs when the transmitted data is changed. Finally, the wrong setup anomaly
occurs when someone attempt to change the setup or the user does not configure correctly.

5.1.2. Preprocessing the dataset
The DS2OS dataset consists of categorical data that have numerical and nominal values. In total, there exist 13 features:
sourceID, sourceAddress, sourceType, sourceLocation, destinationServiceAddress, destinationServiceType, destinationLocation, ac-
cessedNodeAddress, accessedNodeType, operation, value, timestamp and normality. We removed the timestamp column since it has
minimal correlation with dependent variable ‘‘normality’’. There were some missing data in ‘‘accessedNodeType’’ feature and we
filled them with the mode of this feature. Similarly, we filled the missing data in the ‘‘value’’ feature with 0 and unexpected string
data such as ‘‘false’’, ‘‘true’’, ‘‘none’’ and ‘‘twenty’’ with 0, 1, 0 and 20, respectively. After feature selection and filling the missing
5

data, we converted categorical data into numeric form by using the label encoding.
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Table 1
Parameters used for each ML algorithm.
ML Algorithm Parameters

LR solver=‘liblinear’
k-NN n_jobs=1, n_neighbors = 5, metric=‘Minkowski’, p = 2
DT criterion=‘gini’, max_depth=None
RF n_jobs=1, criterion=‘gini’, max_depth=None
NB var_smoothing=1e−9
ANN activation=‘relu’, solver=‘adam’ , hidden_layer_sizes = (100,)

Table 2
Dataset accuracy results.

ML Algorithm Accuracy Precision Recall F1-score

LR 0.98 0.98 0.90 0.94
k-NN 0.99 0.99 0.96 0.98
DT 0.99 0.99 0.96 0.98
RF 0.99 0.99 0.96 0.98
NB 0.97 0.99 0.81 0.89
ANN 0.99 0.98 0.94 0.97

Table 3
Device specifications used in the experiments.
Approach Device Hardware Software

Cloud Azure Cloud Intel Xeon 16 core CPU 32 GB RAM Scikit-learn
Edge Dell Laptop Intel(R) Core(TM) i7-9750H CPU 16 GB RAM Scikit-learn
IoT Raspberry Pi 4 Quad core Cortex-A72 64-bit SoC 8 GB RAM Scikit-learn
IoT end device Azure IoT Kit STMicroelectronics STM32F412 256 KB RAM MicroMLGen

5.1.3. Dataset accuracy
As noted, we implemented all ML algorithms using the popular Python scikit-learn library [14]. The solver parameter of the LR
algorithm was set to liblinear and other parameters remained as default. NB was used with the default parameters in which
likelihood probability was based on Gaussian. DT algorithm was also implemented with the default parameters (i.e., criterion =
gini, and max_depth = None). In k-NN, we set the n_jobs parameter to −1 and kept other parameters as default (i.e., n_neighbors
= 5, Minkowski distance with p = 2). Similarly, the n_jobs parameter of the RF algorithm was set to −1 to utilize the maximum
number of cores available in the device. Finally, ANN was used with default parameters (i.e., activation = relu, solver = adam,
hidden_layer_sizes = (100,)). Parameters used in ML algorithms are given in Table 1.

As a baseline, we conducted several experiments to measure the accuracy of the dataset using different ML algorithms such as LR,
k-NN, DT, RF, NB, and ANN. We used the metrics such as accuracy, precision, recall, and F1-score. The results of the experiment
are given in Table 2. The results show that k-NN, DT, RF, and ANN outperform the LR and NB in terms of accuracy with 99%.
Additionally, k-NN, DT, RF, and NB achieve 99% precision value, whereas LR and ANN achieve 98%. k-NN, DT, and RF attain 96%
recall whereas ANN, LR, and NB attain 94%, 90%, and 81%, respectively. Finally, the highest F1-score is achieved by k-NN, DT,
and RF, which is 98%.

5.2. Devices used

As a cloud service, we leveraged the Azure cloud computing instance that had Intel 16 cores CPU with 32 GB RAM. Additionally,
we defined the edge device as a device with limited memory and computation power whereas IoT device as a device with very low
memory and computation capacity. Accordingly, we used Dell computer that had Intel(R) Core(TM) i7-9750H CPU processor with
16 GB RAM as an edge, and Raspberry Pi 4 Model B with 8 GB RAM as an IoT device. Finally, we used ESP32 Azure IoT Kit as an
end device to evaluate inference time thus energy consumption on this device. Table 3 shows the devices, their specifications, and
the software used for the experiments for each approach in our architecture in Fig. 2.

5.3. Estimating the energy consumption of ML algorithms

We utilize two methods to estimate the energy consumption of ML algorithms: (1) Execution Time, and (2) Power Monitoring
Tool.

5.3.1. Execution time
The energy consumption for processing ML algorithm can be computed using the following equation [25]:
6
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Table 4
Time consumed for training (s) of different ML model trained with different dataset size on cloud (Azure Cloud), edge (Dell
Laptop) and IoT device (Raspberry Pi).

Cloud (s) Edge (s) IoT (s)
Da

ta
siz

e
=

35
K LR 0.15 0.12 0.71

k-NN 0.04 0.08 0.13
DT 0.05 0.04 0.19
RF 0.29 0.25 2.82
NB 0.01 0.01 0.04
ANN 2.46 1.86 8.09

Da
ta

siz
e
=

35
7K LR 1.70 1.56 6.18

k-NN 0.5 1.11 2.26
DT 0.54 0.48 3.13
RF 2.29 9.83 47.26
NB 0.05 0.07 0.32
ANN 331.50 171.15 419.32

Da
ta

siz
e
=

3.
5M LR 19.06 16.54 60.18

k-NN 8.16 17.61 35.25
DT 8.98 17.46 40.86
RF 31.75 166.83 624.43
NB 0.67 0.69 3.27
ANN 1847.94 893.43 2109.90

where 𝑃𝑝𝑟𝑜𝑐 is processing power and t is the time spent for processing. In this approach, the power consumption of the device is
ssumed to be constant over time i.e., the power consumption of the time spent for processing (i.e., execution time) is directly
roportional to the energy consumption [26]. Many studies in the literature used this approach to estimate the energy consumption
f an ML-based application [27,28].

.3.2. Power monitoring tool
ower monitoring tools enable real-time processor power estimation by providing applications, drivers, and libraries. The desktop
nd server providers have qualified their systems to measure the energy consumption of the hardware components with energy
ensors. For instance, Intel introduces the Intel Power Gadget [29] software tool that uses Running Average Power Limit (RAPL)
ensors to calculate the energy consumption of a block of code.

. Analysis results

his section provides energy consumption analysis of on-device ML deployment approaches. The analysis was performed during
he training and inference part separately. Furthermore, we compared the different ML algorithms (i.e., LR, k-NN, DT, RF, NB, and
NN) and three different data sizes. We created small, medium, and large dataset sizes by downsampling by 0.1 and oversampling
y 10 of the original dataset. In the end, we obtained the dataset with 35K, 357K, and 3.5M samples to investigate the impact of
ataset size on the consumed energy for various ML algorithms used for IDS. We also used two techniques to estimate the power
onsumption. In the following subsections, we present our analysis results using the execution time and power monitoring tool.

.1. Energy consumption analysis via execution time

s mentioned previously in Section 5.3.1, the execution time of running the ML algorithm is directly proportional to the energy
onsumption. We examined the execution times of ML algorithms by taking average results of 30 runs with different seeds for
hree dataset sizes (i.e., 35K, 357K, 3.5M). Furthermore, we evaluated the execution times on different computational platforms
i.e., cloud, edge, and IoT device) as given in Table 3.

Table 4 shows the training time(s) of all ML algorithms using dataset sizes of 35K, 357K, and 3M on Azure Cloud, Dell Laptop,
nd Raspberry Pi, representing the cloud, edge, and IoT device, respectively. Our first observation is that as the dataset size increases,
he training times of all ML algorithms in all computing platforms increase. Notably, the training time of ANN increases drastically
ith the dataset size increment. In addition, we observed that the NB training requires much less time than all other algorithms in
ll computing platforms, thereby consuming less energy. In addition, the RF algorithm requires significantly less training time when
omputed in the cloud and edge than the IoT device because the algorithm can run on multicore processors, which are supported
y the cloud and edge devices. Therefore, training the RF algorithm on an IoT device is not energy-efficient. Moreover, since the
omputational power of Raspberry Pi is limited compared to the cloud and edge, the execution times of training are the highest for
ll ML algorithms.

Table 5 demonstrates the inference time (μs) for all ML algorithms on Azure Cloud, Dell Laptop, and Raspberry Pi. We observed
that the inference time of the k-NN algorithm increases significantly as the dataset size increases. The reason for that, the algorithms
calculate the distance between the new data instance and each data sample in the dataset. In addition, the inference while using the
k-NN algorithm takes a very long time on all computing platforms. Thus, it is not an energy-friendly solution for battery-powered
7
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Table 5
Time consumed for inference time (μs) of different ml model trained with different dataset size on cloud (Azure Cloud), edge
(Dell Laptop) and IoT device (Raspberry Pi).

Cloud (μs) Edge (μs) IoT (μs).
Da

ta
siz

e
=

35
K LR 0.10 0.20 0.69

k-NN 34.10 27.18 121.97
DT 0.11 0.10 0.51
RF 4.00 2.86 18.19
NB 0.14 0.14 2.44
ANN 0.50 1.00 6.54

Da
ta

siz
e
=

35
7K LR 0.05 0.07 0.35

k-NN 81.40 57.78 298.50
DT 0.07 0.09 0.33
RF 0.80 1.53 10.11
NB 0.10 0.30 2.07
ANN 1.35 3.07 5.37

Da
ta

siz
e
=

3.
5M LR 0.04 0.04 0.04

k-NN 513.31 530.14 2078.01
DT 0.07 0.09 0.34
RF 0.62 1.88 10.10
NB 0.19 0.34 2.13
ANN 1.28 2.97 5.58

Table 6
Execution times (inference time (μs)) of different ML algorithms on IoT end device.
Azure IoT KiT

Inference (μs)

LR DT RF NB

73.06 65.06 2088 602

IoT devices to enable on-device ML intrusion detection applications. Furthermore, we converted the pre-trained ML model at the
edge device by utilizing the TinyML approach (i.e., using the microMLGen library). Later, we deployed the converted ML model
to the IoT device (i.e., Azure IoT Kit) to perform inference on-device. The inference time is given in Table 6. DT obtains the best
result, which performs the inference in 65.06 μs. Again, it is because the DT algorithm does not perform multiplication operations.

6.2. Energy consumption analysis via power monitoring tool

In this subsection, we provide an evaluation of energy consumption in Joules and power estimation in Watt while training the
ML algorithms at the edge (i.e., Dell Laptop). We leverage the Intel Power Gadget software tool [29] for evaluations. Table 7 depicts
the energy consumption (J) and average power consumption (W) of different ML algorithms trained with different dataset sizes.
We observed a similar trend in results as obtained with execution times in the previous subsection. NB achieves the least energy
consumption in training for all dataset sizes (i.e., 2.44 J, 3.73 J, 15.16 J for 35K, 357K, and 3.5M, respectively). It is followed by
DT, k-NN, and LR, respectively. RF consumes relatively higher energy than DT since the algorithm processes several decision trees
to train the model. Additionally, it is clearly seen that ANN consumes the highest energy in training. Therefore, ANN is not an
energy-efficient algorithm for training it on-device, and it also may cause significant energy consumption for cloud platforms in the
case of huge datasets. Table 7 also shows the total energy consumption to infer the test dataset. k-NN consumes the highest energy
during the inference since it is a lazy learner and computationally intensive in the inference part. ANN consumes considerably more
power than other algorithms during training since it requires higher computation that includes many multiplication and addition
operations. On the contrary, the average power usage of DT and RF (i.e., tree-based algorithms) is the lowest because they perform
computation without any multiplication operations. On the other hand, power estimation is inconsistent when computation takes a
short time, such as less than a few seconds. That is why we observe relatively higher power consumption during inference.

6.3. Computational complexity analysis

In this subsection, we analyze the impact of the computational complexity of the algorithms on power consumption. Table 8
illustrates the training and inference computational complexity of ML algorithms based on sckit-learn implementations [7,14]. Our
overall results show that the higher computational complexity of the ML algorithms results in more power consumption. Moreover,
the computational complexity is proportional with respect to the number of training samples and input features. NB is better in
terms of training complexity compared to others. The training complexity of LR regression increases exponentially as the number
of input features increases. In addition, DT has the least computational complexity in inference. Besides the number of training
samples and input features, the number of coefficients and hidden layers affect the computational complexity in ANN. A network
having a large number of coefficients and hidden layers require more computation to train a model. Therefore, as the number of
8
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Table 7
Energy Consumption (J) and Average Power Consumption (W) of different ml model trained with different dataset size on edge
(Dell Laptop).

Training Inference

Energy (J) Power (W) Energy (J) Power (W)
Da

ta
siz

e
=

35
K LR 4.53 32 2.36 73

k-NN 3.52 39 11.40 36
DT 3.1 42 1.68 51
RF 20.68 63 4.78 51
NB 2.44 48 2.19 50
ANN 103.17 52 2.81 64

Da
ta

siz
e
=

35
7K LR 37.86 26 1.25 24

k-NN 29.21 28 338.94 53
DT 14.97 28 1.99 52
RF 173.68 16 16.16 71
NB 3.73 41 2.85 48
ANN 9786.03 37 20.37 60

Da
ta

siz
e
=

3.
5M LR 361.07 23 4.73 53

k-NN 322.72 19 14 200 24
DT 178.73 11 4.29 35
RF 1967.51 11 130.81 63
NB 15.16 25 8.41 27
ANN 22 937.68 36 157.14 55

Table 8
Computational complexity of ML algorithms.

ML Algorithm Training Inference

LR O(𝑚𝑛2 + 𝑚3) O(𝑛)
k-NN – O(𝑚𝑛)
DT O(𝑚𝑛𝑙𝑜𝑔(𝑚)) O(𝑙𝑜𝑔(𝑚))
RF O(𝑁𝑡𝑚𝑛𝑙𝑜𝑔(𝑚)) O(𝑁𝑡𝑙𝑜𝑔(𝑚))
NB O(𝑚𝑛 + 𝑛𝑐) O(𝑛𝑐)
ANN O(𝑚𝑛ℎ𝑘𝑖) O(𝑛)

m:number of training samples, n: number of input features, 𝑁𝑡: number of tree, 𝑐: number of
classes, h: number of coefficients, k: number of hidden layers, i: number of iterations.

oefficients and hidden layers increases, the power consumption increases because of the higher computational complexity. Since
raining time is a critical factor for on-device ML, a single hidden layer should be used if the accuracy of the model is satisfied.

.4. Comparative analysis

dditionally, we comparatively discuss the results of on-device ML in terms of accuracy, energy consumption, and latency. Fig. 3
emonstrates the comparative analysis for the edge device with the 3.5M dataset size. Among all ML algorithms, k-NN, DT, and
F give the best performance results in terms of accuracy, precision, recall, and F1-Score. However, k-NN consumes higher energy
uring inference which is not preferable for IoT devices. DT consumes less energy during the training and inference part than RF due
o the increasing number of trees in the RF algorithm. Therefore, the DT algorithm provides better accuracy performance and energy
fficiency. On the other hand, the response time of the ML models are critical for real-time IDS. In conventional cloud computing-
ased ML models, the communication and computation latency affect the application response time. Therefore, performing ML
odels on-device becomes imperative.

. Related work

n the last decade, ML-based IDS for IoT applications have attracted significant attention due to their high accuracy and efficiency.
ecent surveys [30–34] provide an overview of ML-based intrusion detection solutions for IoT applications. In [35–37], the authors
xamine the performance of ML algorithms on IDS for IoT applications and discuss how to choose ML algorithms according to
pecific application needs.

loud Computing-based ML. Some of the studies in the literature particularly focused on cloud-based ML models for IDS. Morfino
nd Rampone [38] investigate the performance of supervised ML algorithms in terms of accuracy and training times by using
pache Spark in the cloud. They propose an approach that performs cloud training and deploys the model on IoT devices. Karende
nd Joshi [39] develop an attack detection system by using BigQuery ML (BQML) model from Google cloud. Anthi et al. [40]
9
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Fig. 3. Representation of comparative analysis for edge device.

present IDS to detect wireless network attacks such as DoS, replay, man-in-the-middle, and reconnaissance and classify the attack
type. Further, they classify the type of IoT devices located in the network.

Edge Computing-based ML. As the IoT devices, their applications, and their generated data exponentially increase, high com-
putation demand and network congestion occur in the cloud. As a result, high latency becomes inevitable for cloud computing
systems. Edge computing has emerged to meet low latency requirements and reduce network congestion [41]. A recent survey [42]
demonstrates the edge-based IoT architecture and reviews research efforts on edge-based solutions for IoT security such as IDS and
privacy-preserving systems. Kumar et al. [43] develop edge ML architecture for detecting intrusions in IP-based IoT deployments to
minimize latency. They evaluate XGBoost, Support Vector Machine (SVM), and Logistic Regression (LR) algorithms on edge devices
(i.e., Raspberry Pi3) by using Azure edge porting. Jian et al. [44] develop an intrusion prevention model based on edge computing
to detect malicious activities in real-time for smart homes. They evaluate the decision tree J48 algorithm on Raspberry Pi as an edge
device. Eskandari et al. [45] design a platform-independent anomaly-based IDS to execute it on resource-constraint edge devices.
They implement two one-class classification algorithms such as isolation forest and local outlier factor to detect HTTP and SSH brute
force, port scanning, and SYN flood attack. Basically, the isolation forest separates the anomaly instances by exploiting different
characteristics of these instances. The local outlier factor is based on density that calculates density by measuring distances between
data instances.

Hybrid ML Approaches. Hybrid systems (i.e., edge–cloud) have been proposed to take advantage of both cloud and edge computing.
Alghamdi and Bellaiche [46] present a combined ML model for IDS based on both edge and cloud to address the limitation of
the cloud such as network bandwidth and delay. Their proposed model reduces the training time while improving the accuracy.
Similarly, Cassales et al. [47] leverage both edge and cloud computing advantages. Since the classification is performed at the
edge, the latency is reduced. On the contrary, the ML model is improved and updated on the cloud. In addition, Roy et al. [48]
develop fog–cloud infrastructure for intrusion detection systems to lower delay and provide energy efficiency. Wang et al. [49]
analyze computational performance of Deep Neural Network (DNN) models for image recognition on both cloud computing platforms
(i.e., Google Colab) and edge computing platforms (i.e., Intel NCS2).

Tiny ML. TinyML is an innovative approach that enables running inference on IoT end devices (i.e., Micro-controller Units (MCUs)).
Ren et al. [50] propose TinyML with online learning (TinyOL) that empowers the incremental training of the pre-trained ML model
on resource-constraint IoT devices (e.g., Arduino Nano 33 BLE board). They exploit the TinyOL to execute a pre-trained neural
network model for anomaly detection in industrial IoT.

Our differences. To the best of our knowledge, no study in the literature provides a comparative analysis of energy consumption
of on-device ML deployment approaches for IDS in SHSs. In this work, we investigate the energy efficiency of the most common
ML algorithms such as LR, k-NN, DT, RF, NB, and ANN used in IDS on SHSs. In addition, we compare the ML-based IDS performed
on cloud, edge, and IoT end devices in terms of energy consumption.

8. Conclusions

In conclusion, on-device ML models for IDS have gained tremendous popularity due to their promising solutions to real-time response
and privacy-preserving features. However, performing energy-intensive ML tasks on-device is a critical constraint that needs to be
10
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investigated. In this work, we evaluated the different deployment approaches to ML-based intrusion detection applications in terms
of energy consumption. Particularly, we compared various on-device ML deployment approaches such as cloud computing-based,
edge computing-based, and IoT device-based for training. Additionally, we examined the conventional and tinyML approaches used
to perform inference on IoT end devices.

Our main conclusions are listed as follows:

• NB algorithm requires less training time than all of the other ML algorithms for all platforms and dataset sizes. However, we
also found that the accuracy of NB (i.e., 97%) is also less than other algorithms. Therefore, one should consider a trade-off
between accuracy and execution time while deploying a real-life system.

• The energy consumption of k-NN during inference rapidly increases as the dataset size increases (i.e., 11.40 J, 338.94 J, and
14 200 J for 35K, 357K, and 3.5M, respectively). Therefore, it may not be ideal especially for the IoT devices.

• The power estimation results showed that DT and RF consume less power (i.e., 11 W) during training with the 3.5M dataset
size as well as achieve better accuracy (i.e., 99%). However, the execution time of RF for training and inference is higher than
DT. Therefore, using RF may not be preferable due to higher energy consumption unless it does not provide better accuracy.

• The cloud computing-based ML that offers multiple cores is efficient in terms of execution time for the algorithms which can
run on multicore in parallel such as RF, but it does not decrease the execution time of ANN so much, which is not supporting
multicore processing.

• DT gives the best performance in terms of inference time (i.e., 65.06 μs) when performed in Azure IoT KiT.

Besides the computational energy, communication energy should be considered in both cloud computing-based ML and edge
computing-based ML approaches. In both approaches, data needs to be transmitted by IoT devices to a central server (i.e., cloud
or edge devices) to train the model. Especially, in real-time applications such as intrusion detection, continuous transmission of
large volumes of data causes energy consumption. On the other hand, communication cost arises when IoT devices on the network
need to exchange parameters/data while running ML distributedly on-device. Therefore, the transmission power consumption of
IoT devices is an important factor to consider in the design and implementation of machine learning systems, and further research
into this area could help to improve the energy efficiency of these systems. Our results can be used as a guide while deploying a
real-world IoT intrusion detection system and further point to a research direction (e.g., the energy consumption of on-device ML
models) that needs improvement.
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